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Abstract. We establish upper bounds on the size of the largest subset of {1, 2, . . . , N} lacking nonzero

differences of the form h(p1, . . . , pℓ), where h ∈ Z[x1, . . . , xℓ] is a fixed polynomial satisfying appropriate
conditions and p1, . . . , pℓ are prime. The bounds are of the type established in the unrestricted integer input

setting by Bloom-Maynard and Arala for ℓ = 1, and by the authors for ℓ ≥ 2.

1. Introduction

Over the past half century, an array of results using a variety of methods have concerned the existence of
certain differences within dense sets of integers. For X ⊆ Z and N ∈ N, let

D(X,N) = max {|A| : A ⊆ [N ], (A−A) ∩X ⊆ {0}} ,

where [N ] = {1, 2, . . . , N} and A−A = {a−b : a, b ∈ A}. In other words, D(X,N) is the threshold such that
a subset of [N ] with more than D(X,N) elements necessarily contains two distinct elements that differ by
an element of X, and in particular D(X,N) = o(N) is equivalent to the statement that every set of natural
numbers of positive upper density contains a nonzero difference in X.

Furstenberg [8] and Sárközy [32] independently established D(S,N) = o(N), where S is the set of squares,
answering a question of Lovász. While Furstenberg used ergodic methods to obtain a qualitative result,
Sárközy used Fourier analysis to show D(S,N) ≤ N(logN)−1/3+o(1). In the same series of papers, Sárközy
[33] established D(P − 1, N) ≤ N(log logN)−2+o(1), where P is the set of primes, addressing a question of
Erdős. A substantial literature has developed on refinements, generalizations, and alternative proofs of these
results, see for example [10], [34], [20], [21], [29], [19], [18], [22], [27], [12], [37], [36], and [11].

More generally, for ℓ ∈ N and h ∈ Z[x1, . . . , xℓ], the following conditions are immediately necessary for
D(h(Zℓ), N) = o(N) (resp. D(h(Pℓ), N) = o(N)), to avoid counterexamples of the form A = dN.

Definition 1.1. For ℓ ∈ N, a nonzero polynomial h ∈ Z[x1, . . . , xℓ] is intersective if for every d ∈ N,
there exists r = (r1, . . . , rℓ) ∈ Zℓ with d | h(r). Equivalently, h is intersective if for every prime p, there
exists zp = ((zp)1, . . . , (zp)ℓ) ∈ Zℓ

p with h(zp) = 0, where Zp denotes the p-adic integers. Further, h is
P-intersective if r can always be chosen with (ri, d) = 1, or equivalently zp can always be chosen with
(zp)i ̸≡ 0 (mod p), for all 1 ≤ i ≤ ℓ.

When considering ℓ ≥ 2 variables and hoping to quantitatively improve on the univariate setting, examples
like h(x, y) = (x+ y)2 force one to impose nonsingularity conditions, the core of which is defined below.

Definition 1.2. Suppose F is a field, ℓ ∈ N, and g ∈ F [x1, . . . , xℓ] is a homogeneous polynomial. We say
that g is smooth if the vanishing of g defines a smooth hypersurface in Pℓ−1 (as opposed to Aℓ). In other

words, g is smooth if the system g(x) = ∂g
∂x1

(x) = · · · = ∂g
∂xℓ

(x) = 0 has no solution besides x1 = · · · = xℓ = 0

in F
ℓ
. For a general polynomial h ∈ F [x1, . . . , xℓ] with h =

∑k
i=0 h

i, where hi is homogeneous of degree i and
hk ̸= 0, we say h is Deligne if the characteristic of F does not divide k and hk is smooth. When considering
polynomials with integer coefficients, we use the terms smooth and Deligne as defined above by embedding
the coefficients in the field of rational numbers. For ℓ = 1, all nonconstant polynomials are Deligne.

Remark on notation. For the remainder of the paper, we take the notational convention that, for a polynomial
h, hi denotes the degree-i homogeneous part of h, as opposed to h raised to the i-th power.

1



For k, ℓ ≥ 2, let

µ(k, ℓ) =

{
[(k − 1)2 + 1]−1 if ℓ = 2

1/2 if ℓ ≥ 3
, µ′(k, ℓ) =

{
[2(k − 1)2 + 6]−1 if ℓ = 2

1/4 if ℓ ≥ 3
.

The current knowledge of upper bounds for D(h(Zℓ), N) for h ∈ Z[x1, . . . , xℓ] is summarized in Theorem A
below. The general ℓ = 1 case is due to Arala [1], combining efforts of Bloom and Maynard [3] and the second
author [25], each of which built upon work of Pintz, Steiger, and Szemerédi [24]. The ℓ ≥ 2 case is due to
the authors [7]. The term strongly Deligne denotes a large subclass of Deligne, intersective polynomials, the
precise definition of which we delay to Section 2.1, and sufficient conditions for which we list in Theorem B.

Theorem A. If h ∈ Z[x1, . . . , xℓ] is strongly Deligne of degree k ≥ 2, then

D(h(Zℓ), N) ≪h

{
N(logN)−c log log logN if ℓ = 1

N exp(−c(logN)µ(k,ℓ)) if ℓ ≥ 2
, where c = c(h) > 0.

The fact that every intersective polynomial is strongly Deligne when ℓ = 1 follows from [20, Lemma 28], as
discussed in Remark 2.3, while the remaining criteria below are established in [7].

Theorem B. An intersective, Deligne polynomial h ∈ Z[x1, . . . , xℓ] of degree k ≥ 2 is strongly Deligne if it
meets any of the following conditions:

(i) ℓ ̸= 2,
(ii) There exist a, b ∈ Z such that h(a, b) = 0 and the highest and lowest degree parts of h(x+ a, y + b) are

smooth,
(iii) For an irreducible factorization h = g1 · · · gn in Z[x1, . . . , xℓ] and all but finitely many p ∈ P, gi has

coefficients in Zp for some 1 ≤ i ≤ n,
(iv) For all but finitely many p, there exists a p-adic integer root of h of multiplicity 1 or k. In particular,

this condition holds when k = 2.

Remark 1.3. In a recent breakthrough, several months after this work was first posted to the arXiv preprint
server, Green and Sawhney [9] established D(S,N) ≪ N exp(−c(logN)1/2), where S is the set of squares.

Our main results are as follows. Analogous to strongly Deligne, the term P-Deligne refers to a large
subclass of Deligne, P-intersective polynomials, the precise definition of which is provided in Section 2.1.

Theorem 1.4. If h ∈ Z[x1, . . . , xℓ] is P-Deligne of degree k ≥ 2, then

D(h(Pℓ), N) ≪h

{
N(logN)−c log log logN if ℓ = 1

N exp(−c(logN)µ
′(k,ℓ)) if ℓ ≥ 2

, where c = c(h) > 0.

As before, when ℓ = 1, all P-intersective polynomials are P-Deligne. The ℓ = 1 case of Theorem 1.4 improves

upon the previous bound D(h(P), N) ≤ N(logN)−
1

2k−2+o(1) for P-intersective h ∈ Z[x] of degree k ≥ 2, due
to the second author [27].

Remark 1.5. Under GRH, the ℓ ≥ 2 bounds in Theorem 1.4 holds with exponent 2µ′(k, ℓ). Further, uncon-
ditional results with exponent between µ(k, ℓ) and µ′(k, ℓ) may be possible using techniques from [37].

Theorem 1.6. A P-intersective, Deligne polynomial h ∈ Z[x1, . . . , xℓ] of degree k ≥ 2 is P-Deligne if it
meets any of the following conditions:

(i) ℓ ̸= 2,
(ii) There exist a, b ∈ {−1, 1} such that h(a, b) = 0 and the highest and lowest degree parts of h(x+a, y+ b)

are smooth,
(iii) Let h = g1 · · · gn be an irreducible factorization in Z[x1, . . . , xℓ]. For all but finitely many p ∈ P, there

exists 1 ≤ i ≤ n such that gi has coefficients in Zp and xj ∤ gi for all 1 ≤ j ≤ ℓ,
(iv) For all but finitely many p, there exists a p-adic integer root zp of h, satisfying (zp)i ̸≡ 0 (mod p) for

1 ≤ i ≤ ℓ, of multiplicity 1 or k. In particular, this condition holds when k = 2.
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Remark 1.7. The conclusions of Theorems A and 1.4 hold under a more general condition. It suffices that
h can be written as h(x1, . . . ,xs) = h1(x1) + · · · + hs(xs), where hi ∈ Z[x1, . . . , xℓi ] is strongly Deligne
(resp. P-Deligne) for 1 ≤ i ≤ s, and ℓ1 + · · ·+ ℓs = ℓ. In this case, the relevant exponential sums factor as
products, reducing the problem to the treatment of strongly Deligne (resp. P-Deligne) polynomials in fewer
variables. In particular, this includes the diagonal case where h(x1, . . . , xℓ) = h1(x1) + · · · + hℓ(xℓ) with
h1, . . . , hℓ ∈ Z[x] intersective (resp. P-intersective), as treated in [25]. We stick to the conditions as stated
in Theorem 1.4 for ease of exposition.

As discussed in Section 1.3 in [7], known lower bounds for D(h(Zℓ), N) (which also bound D(h(Pℓ), N))
take the form N1−c, so are far removed from known upper bounds, and all are derived from a construction
of Ruzsa [30] (see also [17], [38]). Another construction of Ruzsa [31] shows D(P − 1, N) ≫ N c/ log logN , as
compared with Green’s [11] breakthrough upper bound D(P − 1, N) ≪ N1−c.

2. Preliminaries

2.1. Auxiliary polynomials and P-Deligne definition. We employ a standard density increment pro-
cedure, which takes as input a set lacking nonzero differences in the image of a polynomial, and produces
a new, denser subset of a slightly smaller interval lacking nonzero differences in the image of a potentially
modified polynomial. The following definition keeps track of the changes in the polynomial over the course
of the iteration.

Definition 2.1. Suppose h ∈ Z[x1, . . . , xℓ] is an intersective polynomial and fix, for each prime p, zp ∈ Zℓ
p

with h(zp) = 0. All objects defined below depend on this choice of p-adic integer roots, but we suppress
that dependence in the subsequent notation.

By reducing modulo prime powers and applying the Chinese Remainder Theorem, the choice of roots deter-
mines, for each d ∈ N, a unique rd ∈ (−d, 0]ℓ with rd ≡ zp mod pj for all prime powers pj | d.
We define a completely multiplicative function λ (depending on h and {zp}) on N by letting λ(p) = pmp for
each prime p, where mp is the multiplicity of zp as a root of h, in other words

mp = min

{
i1 + · · ·+ iℓ :

∂i1+···+iℓh

∂xi11 · · · ∂xiℓℓ
(zp) ̸= 0

}
.

For each d ∈ N, we define the auxiliary polynomial, hd ∈ Z[x1, . . . , xℓ], by

hd(x) = h(rd + dx)/λ(d).

Definition 2.2. We say that h is strongly Deligne if there exists a finite set of primes X = X(h) and a
choice {zp}p∈P of p-adic integer roots of h such that the reduction of hd modulo p is Deligne for all p /∈ X
and all d ∈ N. Analogously, we say h is P-Deligne if such a choice {zp}p∈P exists with (zp)i ̸≡ 0 (mod p)
for all p and all 1 ≤ i ≤ ℓ. We note that all strongly Deligne polynomials are both Deligne and intersective,
and all P-Deligne polynomials are both Deligne and P-intersective.

Remark 2.3. For ℓ = 1, all nonconstant polynomials are Deligne, so it follows from [20, Lemma 28] that all
intersective polynomials are strongly Deligne and all P-intersective polynomials are P-Deligne, where X is
the set of primes that could simultaneously divide all nonconstant coefficients of an auxiliary polynomial.

2.2. Counting Primes in Arithmetic Progressions. For x > 0 and a, q ∈ N, we define

ψ(x; q, a) =
∑

p≤x prime
p≡a(mod q)

log p.

Classical estimates on ψ(x; q, a) come from the Siegel-Walfisz Theorem, which can be found for example
in Corollary 11.19 of [23]. Ruzsa and Sanders [29] established asymptotics for ψ(x; q, a) for certain moduli
q beyond the usual limitation q ≤ (log x)C by exploiting a dichotomy based on exceptional zeros, or lack
thereof, of Dirichlet L-functions. In particular, the following result follows from their work.
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Lemma 2.4. For any Q,D > 0, there exist q0 ≤ QD and ρ ∈ [1/2, 1) with (1− ρ)−1 ≪ q0 such that

(1) ψ(x; q, a) =
x

φ(q)
− χ(a)xρ

φ(q)ρ
+O

(
x exp

(
− c log x√

log x+D2 logQ

)
D2 logQ

)
,

where χ is a Dirichlet character modulo q0, provided q0 | q, (a, q) = 1, and q ≤ (q0Q)D.

Lemma 2.4 is a purpose-built special case of [29, Proposition 4.7], which in the language of that paper can be

deduced by considering the pair (QD2+D, QD), where q0 is the modulus of the exceptional Dirichlet character
if the pair is exceptional and q0 = 1 if the pair is unexceptional.

It is a calculus exercise to verify that if ϵ ∈ [0, 1/2] and x ≥ 16, then 1− x−ϵ/(1− ϵ) ≥ ϵ, which implies that
the main term in Lemma 2.4 satisfies

(2) ℜ
(

x

φ(q)
− χ(a)xρ

φ(q)

)
≥ (1− ρ)

x

φ(q)
≫ x

q0φ(q)
.

2.3. Fourier analysis and the circle method on Z. We embed our finite sets in Z, on which we utilize
an unnormalized discrete Fourier transform. Specifically, for a function F : Z → C with finite support, we

define F̂ : T → C, where T = R/Z, by

F̂ (α) =
∑
x∈Z

F (x)e(−xα),

where e(t) = e2πit. Given N ∈ N and a set A ⊆ [N ] with |A| = δN , we examine the Fourier analytic behavior
of A by considering the balanced function, fA, defined by fA = 1A − δ1[N ].

As is standard in the circle method, we decompose the frequency space into two pieces: the points of T that
are close to rational numbers with small denominator, and the complement.

Definition 2.5. Given γ > 0 and Q ≥ 1, we define, for each a, q ∈ N with 0 ≤ a ≤ q − 1,

Ma/q(γ) =

{
α ∈ T :

∣∣∣α− a

q

∣∣∣ < γ

}
, Mq(γ) =

⋃
(a,q)=1

Ma/q(γ), and M′
q(γ) =

⋃
r|q

Mr(γ) =

q−1⋃
a=0

Ma/q(γ).

We then define the major arcs by

M(γ,Q) =

Q⋃
q=1

Mq(γ),

and the minor arcs by m(γ,Q) = T \M(γ,Q). We note that if 2γQ2 < 1, then

(3) Ma/q(γ) ∩Mb/r(γ) = ∅

whenever a/q ̸= b/r and q, r ≤ Q.

2.4. Inheritance proposition. As previously noted, we defined auxiliary polynomials to keep track of an
inherited lack of prescribed differences at each step of a density increment iteration. For our restriction to
prime inputs, we define

Λd = {n ∈ Zℓ : rd + dn ∈ Pℓ}.
The following proposition makes this inheritance precise.

Proposition 2.6. If h ∈ Z[x1, . . . , xℓ] is P-intersective, d, q ∈ N, A ⊆ N, and A′ ⊆ {a : x+ λ(q)a ∈ A} for
some x ∈ Z, then

{λ(q)x : x ∈ (A′ −A′) ∩ hqd(Λqd)} ⊆ (A−A) ∩ hd(Λd).

In particular, if (A−A) ∩ hd(Λd) ⊆ {0}, then (A′ −A′) ∩ hqd(Λqd) ⊆ {0}.
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Proof. Suppose that A ⊆ N, A′ ⊆ {a : x+ λ(q)a ∈ A}, and t ∈ (A′ −A′) ∩ hqd(Λqd). In other words,

t = a− a′ = hqd(n) = h(rqd + qdn)/λ(qd)

for some n ∈ Zℓ, a, a′ ∈ A′, with rqd + qdn ∈ Pℓ. Clearly λ(q)t = (x+ λ(q)a)− (x+ λ(q)a′) ∈ A− A, but
we must also show λ(q)t ∈ hd(Λd). By construction, we have that rqd ≡ rd mod d, so there exists s ∈ Zℓ

such that rqd = rd + ds. Further, λ is completely multiplicative, and therefore

λ(q)t = λ(q)hqd(n) = h(rd + d(s+ qn))/λ(d) = hd(s+ qn),

and rd + d(s+ qn) = rqd + qdn ∈ Pℓ, so λ(q)t ∈ hd(Λd), completing the proof. □

2.5. Input restriction. In addition to restricting our inputs to (affine preimages of) the primes, we also
sieve away roots of the gradient vector, as is done in [25] and [7], in order to apply Hensel’s lemma when
analyzing local exponential sums. For a P-intersective polynomial h ∈ Z[x1, . . . , xℓ], and each prime p and
d ∈ N, we define εd(p) to be 0 if p | d and 1 otherwise. We define γd(p) to be the smallest power such that
∇hd does not vanish modulo pγd(p) on

Jd(p) = {c ∈ (Z/pγd(p)Z)ℓ : (rd)i + dci ̸≡ 0 (mod p) for all 1 ≤ i ≤ ℓ}.
We let jd(p) denote the number of solutions to ∇hd ≡ 0 (mod pγd(p)) on Jd(p), and we let

wd =
∏
p≤Y

(
1− jd(p)

|Jd(p)|

)
=
∏
p≤Y

(
1− jd(p)(

(p− εd(p))pγd(p)−1
)ℓ
)
> 0.

Then, for d ∈ N and Y > 0 we define

Wd(Y ) =
{
n ∈ Λd : ∇hd(n) ̸≡ 0 mod pγd(p) for all p ≤ Y

}
.

To appropriately weight our doubly-restricted inputs, we define

νd(n) = w−1
d ·

(
φ(d)

d

)ℓ

·
ℓ∏

i=1

log((rd)i + dni) · 1Wd(Y )(n) ·

{
h′d(n) ℓ = 1

1 ℓ ≥ 2
.

Further, for x1, . . . , xℓ > 0 and a collection of primes p1 < · · · < ps, we define

Ap1···ps
= Ap1···ps

(x1, . . . , xℓ) =
{
n ∈ B : rd + dn ∈ Pℓ, ∇hd(n) ≡ 0 mod p

γ(pi)
i for all 1 ≤ i ≤ s

}
,

where B = [x1]× · · · × [xℓ]. Finally, we let b = b(h) = maxp∈P γd(p) ≪h 1 (see Section 5.2).

For the three lemmas that follow, we let Q,D, q0, ρ, and χ be as in Lemma 2.4.

Lemma 2.7. If ℓ ≥ 2, x1, . . . , xℓ, Y > 0, q0 | d, dY bt ≤ (q0Q)D, and t > 2C log log Y for a constant
C = C(h), then ∑

n∈B

νd(n) =

ℓ∏
i=1

(
xi −

χ((rd)i)x
ρ
i

ρd1−ρ

)
+ E1 + E2,

where X = max{x1, . . . , xℓ}, E1 = Oh

(
(dX)ℓ

(
C log log Y

t

)t)
, and

E2 = Oh

(
(dX)ℓ logℓ(dX)Y 4bt exp

(
− c log dx√

log dx+D2 logQ

)
D2ℓ logℓQ

)
,

for a constant c > 0.

Proof. Suppose ℓ ≥ 2, and fix x1, . . . , xℓ, Y > 0 and d ∈ N with q0 | d. Letting z denote the number of primes
that are at most Y , we have by the Chinese Remainder Theorem and the inclusion-exclusion principle that∑

n∈B

νd(n) = w−1
d

(
φ(d)

d

)ℓ z∑
s=0

(−1)s
∑

p1<···<ps≤Y

∑
Ap1···ps

ℓ∏
i=1

log((rd)i + dni),

and moreover the true sum lies between any two consecutive truncated alternating sums in s.
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Note that for an ℓ-tuple of congruence classes c modulo m = p
γd(p1)
1 · · · pγd(ps)

s to contribute more than a
single element to Ap1···ps(x), we must have pi ∤ (rd)j + dcj for all 1 ≤ i ≤ s and all 1 ≤ j ≤ ℓ. We enumerate
these congruence classes ci for 1 ≤ i ≤ jd(p1) · · · jd(ps), and letting b = maxp∈P γd(p), we know by Lemma
2.8 that if dY bt ≤ (q0Q)D, then

w−1
d

(
φ(d)

d

)ℓ t∑
s=0

(−1)s
∑

p1<···<ps≤Y

jd(p1)···jd(ps)∑
i=1

∑
n∈B∩Λd

n≡ci(mod m)

ℓ∏
i=1

log((rd)i + dni) +Oh(Y
bt logℓ(dX))


=w−1

d

(
φ(d)

d

)ℓ t∑
s=0

(−1)s
∑

p1<···<ps≤Y

jd(p1)···jd(ps)∑
i=1

ℓ∏
i=1

ψ((rd)i + dxi; dm, (rd)i + dci) +Oh(Y
bt logℓ(dX))


=w−1

d

(
φ(d)

d

)ℓ t∑
s=0

(−1)s
∑

p1<···<ps≤Y

(
jd(p1) · · · jd(ps)

(φ(dm))ℓ

ℓ∏
i=1

(dxi − χ((rd)i)(dxi)
ρ/ρ) + CsE0

)

=w−1
d

t∑
s=0

(−1)s
∑

p1<···<ps≤Y

(
ℓ∏

i=1

jd(pi)(
(p− ϵd(pi))pγd(pi)−1

)ℓ (xi − χ((rd)i)x
ρ
i

ρd1−ρ

)
+ CsE0

)
,

where the Cs term comes from the fact that jd(p) ≪h 1 (see Section 5.2), and

E0 = Oh

(
Y bt logℓ(dX) + (dX)ℓ exp

(
− c log dx√

log dx+D2 logQ

)
D2ℓ logℓQ

)
,

which can be merged to

(4) E0 = Oh

(
(dX)ℓ logℓ(dX)Y bt exp

(
− c log dx√

log dx+D2 logQ

)
D2ℓ logℓQ

)
.

Adding and subtracting the main term for s > t, and noting that

z∑
s=0

(−1)s
∑

p1<···<ps≤Y

s∏
i=1

jd(pi)(
(p− ϵd(pi))pγd(pi)−1

)ℓ = wd,

we have

(5)
∑
n∈B

νd(n) =

ℓ∏
i=1

(
xi −

χ((rd)i)x
ρ
i

ρd1−ρ

)
+ E1 + E2,

where E1 = O

(
(dX)ℓ

∑z
s=t+1

∑
p1<···<ps≤Y

∏s
i=1

jd(pi)

((p−ϵd(pi))p
γd(pi)−1)

ℓ

)
and E2 =

∑t
s=0

(
z
s

)
CsE0, and we

note that w−1 = Oh(1) since ℓ ≥ 2. First, we see

E1 = Oh

(dX)ℓ
z∑

s=t+1

∑
p1<···<ps≤Y

s∏
i=1

C

p


= Oh

(dX)ℓ
z∑

s=t+1

1

s!

(∑
p≤Y

C

p

)s
= Oh

(
(dX)ℓ

z∑
s=t+1

(C log log Y )s

s!

)
.

If t > 2C log log Y , then the sum is dominated by twice its first term, hence

(6) E1 = Oh

(
(dX)ℓ

(C log log Y )t

t!

)
= Oh

(
(dX)ℓ

(C log log Y

t

)t)
,

where the last step uses that t! ≥ (t/e)t.
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Further,

|E2| =

∣∣∣∣∣
t∑

s=0

(
z

s

)
CsE0

∣∣∣∣∣ ≤ |E0|
t∑

s=0

(Cz)s

s!
.

This time the sum is dominated by twice its last term, so

(7) E2 = O(E0(Cz)
t/t!) = O(E0(Cz/t)

t).

Since z ≤ Y , the result follows from (5), (4), (6), and (7). □

In particular, by the same reasoning as (2), the main term in Lemma 2.7 satisfies

(8) ℜ

(
ℓ∏

i=1

(
xi −

χ((rd)i)x
ρ
i

ρd1−ρ

))
≫ x1 · · ·xℓ/qℓ0.

To account for the derivative weight when ℓ = 1, we need the following estimate, which follows from Lemma
2.4 and partial summation.

Lemma 2.8. If x > 0, q0 | q, (a, q) = 1, and q ≤ (q0Q)D, then

Ψh(x; q, a) : =
∑

p≤x prime
p≡a(mod q)

h′(p) log p

= φ(q)−1

∫ x

1

h′(t)
(
1− χ(a)tρ−1

)
dt+Oh

(
xk exp

(
− c log x√

log x+D2 logQ

)
D2 logQ

)
.

Incorporating Lemma 2.8, we have the following analog of Lemma 2.7 when ℓ = 1.

Lemma 2.9. If ℓ = 1, x, Y > 0, q0 | d, dY bt ≤ (q0Q)D, and t > 2C log log Y for a constant C = C(h), then∑
n≤x

νd(n) =

∫ x

1

h′d(t)
(
1− χ(rd)(dt)

ρ−1
)
dt+ E1 + E2,

where

E1 = Oh

(
hd(x)(log Y )k

(C log log Y

t

)t)
,

and

E2 = Oh

(
(dx)k log(dx)Y 4bt exp

(
− c log dx√

log dx+D2 logQ

)
D2 logQ

)
,

for a constant c > 0.

3. Proof of Theorem 1.4

3.1. Main iteration lemma and proof of Theorem 1.4. For the remainder of the section, we fix a
P-Deligne polynomimal h ∈ Z[x1, . . . , xℓ] of degree k ≥ 2, and positive constants C0 = C0(h) and c0 = c0(h)
that are appropriately large and small, respectively. We also fix N ∈ N, and we let

Q = Q(N,h) = exp(c0
√

logN), Q′ = Q′(N,h) = exp(c0(logN)1/4).

We apply Lemma 2.4 with Q = Q and D = C0, letting q0 ≤ QC0 , ρ ∈ [1/2, 1) and the Dirichlet character χ
be as in the conclusion of the that lemma. For a density δ ∈ (0, 1], we define

θ(h, δ) =


exp

(
−C0

log(2δ−1)
log log(3δ−1)

)
ℓ = 1

log−[(k−1)2+1](2δ−1) ℓ = 2

1 ℓ ≥ 3

.

We deduce Theorem 1.4 from the following iteration lemma, encapsulating the density increment strategy.
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Lemma 3.1. Suppose A ⊆ [L] with |A| = δL and L ≥
√
N . If (A−A)∩hd(Λd) ⊆ {0}, C0, δ

−1 ≤ Q′, q0 | d,
and d/q0 ≤ Q, then there exists q ≪h δ

−2 and A′ ⊆ [L′] such that L′ ≫h δ
4kL,

|A′| ≥ (1 + cθ(h, δ))δL′,

where c = c(h) > 0, and

(A′ −A′) ∩ hqd(Λqd) ⊆ {0}.

Proof of Theorem 1.4. Throughout this proof, we let C and c denote sufficiently large or small positive
constants, respectively, which we allow to change from line to line, but which depend only on h.

Suppose A ⊆ [N ] with |A| = δN and

(A−A) ∩ h(Pℓ) ⊆ {0}.

Partitioning [N ] into arithmetic progressions of step size λ(q0) and length between N/2λ(q0) and N/λ(q0),
the pigeonhole principle guarantees the existence of an arithmetic progression P = {x+aλ(q0) : 1 ≤ ℓ ≤ N0}
such that N/2λ(q0) ≤ N0 ≤ N/λ(q0) and |A ∩ P |/N0 = δ0 ≥ δ. This allows us to define A0 ⊆ [N0] by
A0 = {a ∈ [N0] : x + aλ(q0) ∈ A}. Setting d0 = q0, Lemma 3.1 yields, for each m, a set Am ⊆ [Nm] with
|Am| = δmNm and (Am −Am) ∩ hdm(Λdm) ⊆ {0}. Further, we have that

(9) Nm ≥ cδ4kNm−1 ≥ (cδ)4kmN,

(10) δm ≥ (1 + cθ(h, δm−1))δm−1,

and

(11) dm ≤ (cδ)−2dm−1 ≤ (cδ)−2m,

as long as

(12) C, δ−1
m ≤ Q′, dm/q0 ≤ Q, and Nm ≥

√
N.

By (10), the density δm will exceed 1, and hence (12) must fail, for m =M =M(h, δ), where

M(h, δ) =


C log(2δ−1) if ℓ ≥ 3

C log(k−1)2+2(2δ−1) if ℓ = 2

exp
(
C log(2δ−1)

log log(3δ−1)

)
if ℓ = 1

.

However, for ℓ ≥ 2, by (9), (10), and (11), (12) holds for m =M if

(13) (cδ)4kM = exp
(
C log[2µ

′(k,ℓ)]−1

(2δ−1)
)
≤ Q = exp(c

√
logN).

Therefore, (13) must fail, or in other words δ ≪h exp(−c(logN)µ
′(k,ℓ)), as claimed.

Similarly, for ℓ = 1, (12) holds for m =M if

(14) (cδ)4kM = exp

(
exp

(
C

log(2δ−1)

log log(3δ−1)

))
≤ Q = exp(c

√
logN).

Therefore, (14) must fail, which yields

log(2δ−1)

log log(3δ−1)
≥ c log logN,

and finally

δ ≪h (logN)−c log log logN ,

completing the proof. □
8



3.2. L2 concentration and density increment lemmas. As usual, we prove Lemma 3.1 by locating one

small denominator q such that f̂A has L2 concentration around rationals with denominator q, then invoke a

standard lemma stating that L2 concentration of f̂A implies the existence a long arithmetic progression on
which A has increased density.

Lemma 3.2. Suppose A ⊆ [L] with |A| = δL, L ≥
√
N , η = c0δ, and γ = η−2k/L. Further suppose

(A−A)∩ hd(Λd) ⊆ {0}, C0, δ
−1 ≤ Q′, q0 | d, and d/q0 ≤ Q. If |A∩ (L/9, 8L/9)| ≥ 3δL/4, then there exists

q ≤ η−2 such that ∫
M′

q(γ)

|f̂A(α)|2dα≫h θ(h, δ)δ
2L.

Lemma 3.1 follows from Lemma 3.2 and the following standard L2 density increment lemma.

Lemma 3.3 (Lemma 2.3 in [26], see also [20], [29]). Suppose A ⊆ [L] with |A| = δL. If 0 < θ ≤ 1, q ∈ N,
γ > 0, and ∫

M′
q(γ)

|f̂A(α)|2dα ≥ θδ2L,

then there exists an arithmetic progression P = {x + aq : 1 ≤ a ≤ L′} with qL′ ≫ min{θL, γ−1} and
|A ∩ P | ≥ (1 + θ/32)δL′.

The deduction of Lemma 3.1 from Lemmas 3.2 and 3.3 is standard, and in particular is identical to the
analogous deduction in [7, Section 4].

3.3. Proof of Lemma 3.2. Before delving into the proof of Lemma 3.2, we take the opportunity to de-
fine some relevant sets and quantities, depending on our P-Deligne polynomial h ∈ Z[x1, . . . , xℓ], scaling
parameter d, a parameter Y > 0, and the size L of the ambient interval.

We define Wd, wd, γd, jd, and νd in terms of h as in Section 2.5. We let M =
(

L
9J

)1/k
, where J is

the sum of the absolute value of all the coefficients of hd, and hence hd([M ]ℓ) ⊆ [−L/9, L/9]. We let
Z = {n ∈ Zℓ : hd(n) = 0}, and we let H =

(
[M ]ℓ ∩Wd(Y )

)
\ Z. We note that the hypotheses Q′ ≥ C0

and L ≥
√
N allow us to assume at any point that Q′,Q, and L are all sufficiently large with respect to h.

Under this assumption, it follows from Lemmas 2.7 and 2.9 (with t = c
√
logM/ log Y ), and the estimate

(15) |Z ∩ [M ]ℓ| ≪h M
ℓ−1,

that for ℓ ≥ 2 we have

T =
∑
n∈H

νd(n) ≫h

∣∣∣∣∣
ℓ∏

i=1

(M − χ((rd)i)M
ρ/ρ)

∣∣∣∣∣≫ (M/q0)
ℓ,

and for ℓ = 1 we have

T =
∑
n∈H

νd(n) ≫h

∫ M

1

h′d(x)
(
1− χ(rd)(dx)

ρ−1
)
dx≫ L/q0.

Proof of Lemma 3.2 for ℓ ≥ 2. Suppose ℓ ≥ 2, A ⊆ [L] with |A| = δL, (A−A)∩hd(Λd) ⊆ {0}, C0, δ
−1 ≤ Q′,

q0 | d, and d/q0 ≤ Q. Further, let η = c0δ, Q = η−2, and Y = η−2k. As hd(H) ⊆ [−L/9, L/9] \ {0}, we have∑
x∈Z
n∈H

fA(x)fA(x+ hd(n))νd(n) =
∑
x∈Z
n∈H

1A(x)1A(x+ hd(n))νd(n)− δ
∑
x∈Z
n∈H

1A(x)1[L](x+ hd(n))νd(n)

− δ
∑
x∈Z
n∈H

1A(x+ hd(n))1[L](x)νd(n) + δ2
∑
x∈Z
n∈H

1[L](x)1[L](x+ hd(n))νd(n)

≤
(
δ2L− 2δ|A ∩ (L/9, 8L/9)|

)
T.

9



Therefore, if |A ∩ (L/9, 8L/9)| ≥ 3δL/4, we have

(16)
∑
x∈Z
n∈H

fA(x)fA(x+ hd(n)) ≤ −δ2LT/2.

We see from (15) and orthogonality of characters that

(17)
∑
x∈Z
n∈H

fA(x)fA(x+ hd(n)) =

∫ 1

0

|f̂A(α)|2S(α)dα+Oh(LM
ℓ−1 logℓ(dM)),

where

S(α) =
∑

n∈[M ]ℓ∩Wd(Y )

νd(n)e(hd(n)α).

Combining (16) and (17), we have

(18)

∫ 1

0

|f̂A(α)|2|S(α)|dα ≥ δ2LT/4.

Letting γ = η−2k/L, we deduce in Section 5 that for α ∈ Mq(γ), q ≤ Q, we have

(19) |S(α)| ≪h

{
(q/φ(q))C((k − 1)2 + 2)ω(q)T/q ℓ = 2

Cω(q)T/q3/2 ℓ ≥ 3
,

where C = C(h), while for α ∈ m(γ,Q) we have

(20) |S(α)| ≤ δT/8.

From (20) and Plancherel’s Identity, we have∫
m(γ,Q)

|f̂A(α)|2|S(α)|dα ≤ δ2LT/8,

which together with (18) yields

(21)

∫
M(γ,Q)

|f̂A(α)|2|S(α)|dα ≥ δ2LT/8.

From (19) and (21) , we have

(22)

Q∑
q=1

(q/φ(q))C((k − 1)2 + 2)ω(q)q−1

∫
Mq(γ)

|f̂A(α)|2dα≫h δ
2L

when ℓ = 2 and

(23)

Q∑
q=1

Cω(q)q−3/2

∫
Mq(γ)

|f̂A(α)|2dα≫h δ
2L

when ℓ ≥ 3. For ℓ = 2, the function b(q) = (q/φ(q))C((k − 1)2 + 2)ω(q) satisfies b(qr) ≥ b(r), and we make
use of the following proposition, which is based on a trick that originated in [29].

Proposition 3.4 (Proposition 5.6, [25]). For any γ,Q > 0 satisfying 2γQ2 < 1 and any function b : N →
[0,∞) satisfying b(qr) ≥ b(r) for all q, r ∈ N, we have

max
q≤Q

∫
M′

q(γ)

|f̂A(α)|2dα ≥ Q
(
2

Q∑
q=1

b(q)
)−1

Q∑
r=1

b(r)

r

∫
Mr(γ)

|f̂A(α)|2dα.

Because b is multiplicative, b(pv) = ((k − 1)2 + 2)(1 + 1/(p− 1))C ≪k 1 for all prime powers pv, and

Q∑
q=1

b(q)

q
≤
∏
p≤Q

(
1 +

b(p)

p
+
b(p)

p2
+ · · ·

)
=
∏
p≤Q

(
1 +

(k − 1)2 + 2

p
+Ok(1/p

2)

)
≪k log(k−1)2+2Q,
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it follows from [13, Theorem 01] that

Q∑
q=1

b(q) ≪k Q log(k−1)2+1Q,

and the lemma for ℓ = 2 follows from (22) and Proposition 3.4. For ℓ ≥ 3, since Cω(q) ≪h,ϵ q
ϵ for every

ϵ > 0, the sum
∑∞

q=1 C
ω(q)q−3/2 is convergent, and hence (23) immediately yields

max
q≤Q

∫
Mq(γ)

|f̂A(α)|2dα≫h δ
2L.

Since Mq(γ) ⊆ M′
q(γ), this establishes the lemma for ℓ ≥ 3. □

The major contribution of [3] was to replace an iterative estimate on repeated sumsets of rational numbers,
developed in [24], with a single higher additive energy estimate. The definitions and results that we import
from [3] are as follows, after which we prove Lemma 3.2 in the case ℓ = 1.

Definition 3.5. For m ≥ 1, B ⊆ T, and ε > 0, we define

E2m(B) = |{b1, . . . , b2m ∈ B : b1 + · · ·+ bm = bm+1 + · · ·+ b2m}|

and

E2m(B, ε) = |{b1, . . . , b2m ∈ B : ∥b1 + · · ·+ bm − bm+1 − · · · − b2m∥T ≤ ε}|.

Lemma 3.6 (Theorem 2, [3]). Suppose m ≥ 2, Q ≥ 4 and B ⊆ {a/q ∈ T : q ≤ Q}, and for each q let Bq

denote the elements of B of reduced denominator q. If |Bq| ≤ n for all q, then

E2m(B) ≤ (Qn)m logC
m

Q,

where C > 0 is an absolute constant.

Lemma 3.7 (Lemma 7, [3]). Suppose ε > 0, A ⊆ [L] with |A| = δL and B ⊆ T. Then, for each m ≥ 1,∑
α∈B

|1̂A(α)| ≪ δ1−1/2mLE2m(B, (2L)−1)1/2m.

Proof of Lemma 3.2 for ℓ = 1. Here we follow closely the methods of Lemmas 5 and 6 in [3]. Suppose ℓ = 1,
A ⊆ [L] with |A| = δL, (A − A) ∩ hd(Λd) ⊆ {0}, C0, δ

−1 ≤ Q′, q0 | d, and d/q0 ≤ Q. Further, let η = c0δ,
let Q = η−2, and let Y = η−2k. Similar to the beginning of the proof in the ℓ ≥ 2 case, but simpler because
we use only one balanced function instead of two, we have that if |A ∩ (L/9, 8L/9)| ≥ 3δL/4, then∑

x∈Z
n∈H

fA(x)fA(x+ hd(n))νd(n) =

∫ 1

0

f̂A(α)1̂A(α)S(α)dα+Oh(L(dM)k−1 log(dM)) ≤ −3δ2LT/4,

where S(α) is defined as before, hence∫ 1

0

|f̂A(α)||1̂A(α)||S(α)|dα ≥ δ2LT/2.

Our deduction of (20) in Section 5 still applies when ℓ = 1, so as before, with Cauchy-Schwarz in place of
Plancherel, we have∫

M(γ,Q)

|f̂A(α)||1̂A(α)||S(α)|dα =

Q∑
q=1

∑
(a,q)=1

∫
Mq(γ)

|f̂A(α)||1̂A(α)||S(α)|dα ≥ δ2LT/4.

We will show in Section 5 that

(24)

∫
Ma/q

|S(α)|2dα≪h C
ω(q)T

2

qL
,
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for q ≤ Q and (a, q) = 1, where C = C(h), so again applying Cauchy-Schwarz we have

Q∑
q=1

∑
(a,q)=1

Cω(q)q−1/2 sup
α∈Ma/q

|1̂A(α)|

(∫
Ma/q

|f̂A(α)|2dα

)1/2

≫h δ
2L3/2.

Let

R =

{
a/q ∈ T : q ≤ Q,

∫
Ma/q(γ)

|f̂A(α)|2dα ≤ L/Q5

}
,

so |R| ≤ Q2 and

∑
a/q∈R

Cω(q)q−1/2 sup
α∈Ma/q

|1̂A(α)|

(∫
Ma/q

|f̂A(α)|2dα

)1/2

≪h Q
2δL3/2/Q5/2 = δL3/2/Q1/2 = δηL3/2,

hence

(25)

Q∑
q=1

∑
a/q/∈R

Cω(q)q−1/2 sup
α∈Ma/q

|1̂A(α)|

(∫
Ma/q

|f̂A(α)|2dα

)1/2

≫h δ
2L3/2.

Further, because the measure of Ma/q is Qk/L and |f̂A(α)| ≪ δL, we know∫
Ma,q(γ)

|f̂A(α)|2dα≪ Qkδ2L.

Dyadically pigeonholing in both q and the integral value, there exist 1 ≤ Q′ ≤ Q, Q−k ≤ K ≤ Q3, and
B ⊆ {a/q ∈ T : q ≤ Q, a/q /∈ R} such that all reduced denominators in B are between Q′ and 2Q′,

(26) δ2L/K2 ≤
∫
Ma,q(γ)

|f̂A(α)|2dα ≤ 2δ2L/K2 for all a/q ∈ B,

and

(27)
∑

a/q∈B

Cω(q)q−1/2 sup
α∈Ma/q

|1̂A(α)|

(∫
Ma/q

|f̂A(α)|2dα

)1/2

≫h δ
2L3/2/ log2Q.

Letting αa/q denote the point in Ma/q on which |1̂A| attains its maximum, substituting (26) into (27) gives

(28)
∑

a/q∈B

|1̂A(αa/q)| ≫h
δ
√
Q′KL

τ log2Q
,

where τ = maxq≤Q C
ω(q) ≤ exp(C log(2δ−1)/ log log(3δ−1)). Let

θ = (δ2L)−1 max
q≤Q

∫
Mq(γ)

|f̂A(α)|2dα.

For fixed q, we let Bq denote the elements of B with reduced denominator exactly q, and (26) yields

|Bq|δ2L/K2 ≤
∑

a/q∈Bq

∫
Ma/q

|f̂A(α)|2dα ≤ θδ2L,

so in particular

(29) |Bq| ≤ θK2.

Letting m = 2⌈log log(3δ−1)⌉, (28) and the pigeonhole principle ensure the existence of B′ ⊆ B, contained in
an interval of length (8m)−1 satisfying

(30)
∑

a/q∈B′

|1̂A(αa/q)| ≫h
δ
√
Q′KL

mτ log2Q
.
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Letting Γ = {αa/q : a/q ∈ B′}, (30) and Lemma 3.7 yield

(31)
δ
√
Q′KL

τm log2Q
≪h δ

1−1/2mLE2m(Γ, (2L)−1)1/2m.

However, the elements inside the norm in the definition of E2m(Γ, (2L)−1) are all rationals of denominator at
most (Q′)2m, and since (Q′)2m = QOh(log logL) ≤ L, such a rational can only be less than (2L)−1 in absolute
value if it is 0, meaning E2m(Γ, (2L)−1) = E2m(Γ). Combining with (31), (29), and Lemma 3.6, we have

(Q′θK2)m logC
m

Q ≥ E2m(Γ) ≫h δ

( √
Q′K

τm log2Q

)2m

,

which rearranges to

θ ≥ δ1/m

m2τ2 logC
m

Q
.

Since Q≪h δ
−2 and m = 2⌈log log(3δ−1)⌉, this yields the desired lower bound

θ ≫h exp

(
−C log(2δ−1)

log log(3δ−1)

)
.

□

4. Criteria for P-Deligne Polynomials

In this section we establish the sufficient conditions for P-Deligne polynomials enumerated in Theorem
1.6. Most of the statements we make here are analogous to certain statements in Sections 2 and 5 of [7],
and in those cases we simply mention the corresponding statement in [7] and that the proof is essentially
the same.

We begin with two geometric lemmas. The first is a straightforward consequence of the point-counting
estimates for varieties over finite fields due to Lang and Weil; a short proof is provided in [7, Lemma 5.2].
We use V ns to denote the nonsingular points on a variety V .

Lemma 4.1. Let k, ℓ, m, and r be positive integers, and let q be a prime power. Let V be a (reduced) closed
subvariety of Pℓ, defined over Fq, of degree k and dimension r. Let m ≥ 1 be the number of geometrically
irreducible components of V which are defined over Fq. Then

(32) |V (Fq)|, |V ns(Fq)| = mqr +Ok,ℓ,r(q
r−1/2).

Moreover, the same is true if we replace V with a closed subvariety W ⊆ Aℓ.

The second geometric lemma is a slight variation on [7, Lemma 5.3].

Lemma 4.2. Let V ⊆ Pℓ be a variety (reduced, but not necessarily irreducible) of dimension r ≥ 1 defined
over Z, let V ns be the nonsingular locus of V , and let V ns

0 be the Zariski open subset of V ns obtained by
imposing the conditions xi ̸= 0 for all 0 ≤ i ≤ ℓ. If p is sufficiently large (with respect to V ), the following
are equivalent:

(a) V ns
0 (Fp) ̸= ∅.

(b) V ns
0 (Zp) ̸= ∅.

(c) At least one of the geometric components of V is defined over Zp and is not contained in a coordinate
hyperplane {xi = 0}.

Proof. The proof is the same as for [7, Lemma 5.3], with one additional observation: in the context of showing
that (c) implies (a), if Z is an irreducible component of V defined over Zp not contained in a coordinate
hyperplane, then the number of elements of Z(Fp) with at least one coordinate 0 is at most Ok,ℓ,r(p

r−1)
by Lemma 4.1; applying Lemma 4.1 again, there are plenty of nonsingular points leftover, provided p is
sufficiently large. □
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In the remainder of this section we prove Theorem 1.6. We will use the following definition, which is
modified from [7, Definition 2.7].

Definition 4.3. For ℓ ∈ N and h ∈ Z[x1, . . . , xℓ], we say that h is smoothly P-intersective if there exists
a choice {zp}p∈P of p-adic integer roots of h such that (zp)i ̸≡ 0 (mod p) for all 1 ≤ i ≤ ℓ and all p, and
mp = 1 for all but finitely many p.

Now, part (ii) of Theorem 1.6 is proven with an argument which is identical to that of [7, Proposition
2.5]. The next proposition is item (iv) from Theorem 1.6, and we note that the proof is essentially the same
as for [7, Proposition 2.8], but using Lemma 4.2 in place of [7, Lemma 5.3].

Proposition 4.4. Suppose ℓ ≥ 2 and h ∈ Z[x1, . . . , xℓ] is Deligne and P-intersective with deg(h) = k ≥ 2.
If there exists a choice {zp}p∈P of p-adic integer roots of h satisfying (zp)i ̸≡ 0 (mod p) for all 1 ≤ i ≤ ℓ
and all p, and mp ∈ {1, k} for all but finitely many p, then h is P-Deligne. In particular, if k = 2 or h is
smoothly P-intersective, then h is P-Deligne.

It remains to show parts (i) and (iii) of Theorem 1.6, both of which are a consequence of the following
sufficient condition for smooth P-intersectivity, analogous to [7, Corollary 5.4]. Note that the following
proposition is precisely part (iii) from Theorem 1.6.

Proposition 4.5. Suppose ℓ ≥ 2 and h ∈ Z[x1, . . . , xℓ] is Deligne and P-intersective, and let h = g1 · · · gn
be an irreducible factorization of h in Z[x1, . . . , xℓ]. If, for all but finitely many p ∈ P, there exists 1 ≤ i ≤ n
such that gi has coefficients in Zp and xj ∤ gi for all 1 ≤ j ≤ ℓ, then h is smoothly P-intersective, hence
P-Deligne.

Proof. Suppose ℓ ≥ 2 and h ∈ Z[x1, . . . , xℓ] satisfies the hypotheses of the proposition. Lemma 4.2 gives
us exactly what we need for smooth P-intersectivity—a nonsingular Zp point, with all coordinates nonzero
modulo p, for all but finitely many p—except in the following pathological scenario: for infinitely many primes
p, every irreducible component of the variety {h = 0} defined over Zp is in fact a coordinate hyperplane. □

For ℓ ≥ 3, a reducible hypersurface in Pℓ−1 must be singular; thus, a Deligne polynomial in at least three
variables must be geometrically irreducible. We therefore obtain the following consequence of Proposition 4.5,
proving item (i) from—and thus completing the proof of—Theorem 1.6.

Corollary 4.6. If ℓ ≥ 3 and h ∈ Z[x1, . . . , xℓ] is Deligne and P-intersective, then h is smoothly P-
intersective, hence P-Deligne.

5. Exponential Sum Estimates

In this section, we import all objects and parameters from Section 3.3, introduced prior to and during the
proof of Lemma 3.2. Further, for q ∈ N we let

Wd,q(Y ) =
{
n ∈ Zℓ : ((rd)i + dni, q) = 1 for all 1 ≤ i ≤ ℓ, ∇hd(n) ̸≡ 0 mod pγd(p) for all p ≤ Y, pγd(p) | q

}
,

and for s ∈ [q]ℓ and a prime p with pγd(p) ∤ q, we let jd,q,s(p) denote the number of ℓ-tuples of congruence

classes c modulo pγd(p) satisfying ∇hd(c) ≡ 0 (mod pγd(p)), p ∤ (rd)i + dci for all 1 ≤ i ≤ ℓ, and c ≡ s
(mod pordp(q)). We let ϵd,q(p) = 0 if p | dq and 1 otherwise. Finally, we let

wd,q(s) =
∏
p≤Y

pγd(p)∤q

(
1− jd,q,s(p)

((p− ϵd,q(p))pγd(p)−ordp(q)−1)ℓ

)
.

14



5.1. Major arc estimate. A minor adaptation of the proof of Proposition 2.7, with t = c
√
logM/ log Y ,

gives the following estimates. For the remainder of the section, we let E denote an error term of the form
M ℓ exp(−c

√
logM) for ℓ ≥ 2, and L exp(−c

√
logM) for ℓ = 1, for a constant c = c(h) > 0, noting that E

can absorb terms of the form QOh(1).

Lemma 5.1. Suppose ℓ ≥ 2. For 0 < x1, . . . , xℓ ≤M , q ≤ QOh(1) and s ∈ [q]ℓ, we have

∑
n∈B

n≡s(mod q)

νd(n) =

(
φ(d)

φ(qd)

)ℓ
wd,q(s)

wd

ℓ∏
i=1

(
xi −

χ((rd)i)x
ρ
i

ρd1−ρ

)
1Wd,q(Y )(s) +O(E).

Lemma 5.2. Suppose ℓ = 1. For 0 < x ≤M , q ≤ QOh(1) and s ∈ [q], we have∑
n∈B

n≡s(mod q)

νd(n) =
φ(d)

φ(qd)

wd,q(s)

wd

(∫ x

1

h′d(t)
(
1− χ(rd)(dt)

ρ−1
)
dt

)
1Wd,q(Y )(s) +O(E).

We use Lemmas 5.1 and 5.2, together with partial summation, to get asymptotic formulas for S(α) near
rationals with small denominator.

Lemma 5.3 (Multivariable Partial Summation, Lemma 7.4 [7]). Suppose ℓ ∈ N and a : Nℓ → C. Suppose
further that b : Rℓ → C is Cℓ. For any X ≥ 1, we have∑

n∈[X]ℓ

a(n)b(n) = A(X, . . . ,X)b(X, . . . ,X)

+

ℓ∑
i=1

(−1)i
∑

1≤j1<···<ji≤ℓ

∫
[1,X]i

A(⋆)
∂ib

∂xj1 · · · ∂xji
(⋆) dxj1 · · · dxji ,

where

A(x1, . . . , xℓ) =
∑

n∈[x1]×···×[xℓ]

a(n)

and ⋆ = (X, . . . , xj1 , . . . , xji , . . . , X), with xj1 , . . . , xji plugged into coordinate positions j1, . . . , ji and all
other coordinates evaluated at X.

For the following two lemmas, let J be the sum of the absolute value of all coefficients of hd.

Lemma 5.4. Suppose ℓ ≥ 2. If a, q ∈ N, q ≤ QOh(1), and α = a/q + β, then

S(α) =

(
φ(d)

φ(qd)

)ℓ

w−1
d G(a, q)

∫
[1,M ]ℓ

ℓ∏
i=1

(
1− χ((rd)i)(dxi)

ρ−1
)
e(hd(x)β)dx

+Oh

(
E(1 + JMk|β|)ℓ

)
,

where

G(a, q) =
∑

s∈[q]ℓ∩Wd,q(Y )

wd,q(s)e(hd(s)a/q).

Proof. We begin by noting that for any a, q ∈ N and 0 ≤ x1, . . . , xℓ ≤ M , letting B = [x1] × · · · × [xℓ], we
have

S(x1, . . . , xℓ) : =
∑
n∈B

νd(n)e(hd(n)a/q)

=
∑

s∈[q]ℓ

e(hd(s)a/q)
∑
n∈B

n≡s (mod q)

νd(n).
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Lemma 5.1 then gives

(33) S(x1, . . . , xℓ) =
(
φ(d)

φ(qd)

)ℓ

w−1
d

ℓ∏
i=1

(
xi −

χ((rd)i)x
ρ
i

ρd1−ρ

) ∑
s∈[q]ℓ∩Wd,q(Y )

wd,q(s)e(hd(s)a/q) +O(E).

Letting b(n) = e(hd(n)β), we now decompose our sum as

S(α) =
∑

n∈[M ]ℓ

νd(n)e(hd(n)a/q)b(n)

and apply Lemma 5.3, yielding

S(α) = S(M, . . . ,M)b(M, . . . ,M)

+

ℓ∑
m=1

(−1)m
∑

1≤j1<···<jm≤ℓ

∫
[1,X]m

S(⋆) ∂mb

∂xj1 · · · ∂xjm
(⋆) dxj1 · · · dxjm ,

where ⋆ is as in Lemma 5.3. Substituting (33) gives the main term(
φ(d)

φ(qd)

)ℓ

w−1
d

∑
s∈[q]ℓ∩Wd,q(Y )

wd,q(s)e(hd(s)a/q)
( ∏

1≤i≤ℓ

(
M − χ((rd)i)M

ρ

ρd1−ρ

)
b(M, . . . ,M)

+

ℓ∑
m=1

(−1)m
∑

1≤j1<···<jm≤ℓ

∏
1≤i≤ℓ

i ̸=j1,...,jm

(
M − χ((rd)i)M

ρ

ρd1−ρ

)

·
∫
[1,M ]m

∏
1≤i≤m

(
xi −

χ((rd)ji)x
ρ
i

ρd1−ρ

)
∂mb

∂xj1 · · · ∂xjm
(⋆) dxj1 · · · dxjm

)
.

By iteratively applying integration by parts, this equals(
φ(d)

φ(qd)

)ℓ

w−1
d

∑
s∈[q]ℓ∩Wd,q(Y )

wd,q(s)e(hd(s)a/q)

∫
[1,M ]ℓ

ℓ∏
i=1

(
1− χ((rd)i)(dx)

ρ−1
)
e(hd(x)β)dx,

as desired. The error that results from our substitution of (33) consists of 2ℓ terms of order

Oh

(
E(1 + JMk|β|)ℓ

)
,

completing the proof. □

Analogous to the deduction of Lemma 5.4 from Lemma 5.1, the following asymptotic formula for ℓ = 1
follows from Lemma 5.2.

Lemma 5.5. Suppose ℓ = 1. If a, q ∈ N, q ≤ QOh(1), and α = a/q + β, then

S(α) =
φ(d)

φ(qd)
w−1

d G(a, q)
∫ M

1

h′d(x)
(
1− χ(rd)(dx)

ρ−1
)
e(hd(x)β)dx+Oh

(
E(1 + JMk|β|)

)
.

5.2. Common divisors and gradient vanishing. Here we collect facts assuring that several quantities
depending a priori on hd can actually be bounded in terms of the original polynomial h, which we use
implicitly in the remainder of Section 5.

Definition 5.6. For g(x) =
∑

|i|≤k aix
i ∈ Z[x1, . . . , xℓ], we define cont(g) = gcd({ai : |i| > 0}).

Proposition 5.7 (Proposition 3.6, [7]). If g(x) =
∑

|i|≤k aix
i ∈ Z[x1, . . . , xℓ] is identically zero modulo

q ∈ N, then q | k! gcd({ai}). In particular, if ∇g is identically 0 modulo q, then q ≪k cont(g).

Proposition 5.8 (Proposition 6.5, [7]). If g ∈ Z[x1, . . . , xℓ] is strongly Deligne, then cont(gd) ≪g 1.

Lemma 5.9 (Corollary 7.3, [7]). If g ∈ Fq[x1, . . . , xℓ] is Deligne of degree k ≥ 1, then

|{x ∈ Fℓ
q : ∇g(x) = 0| ≪k,ℓ 1.
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5.3. Local cancellation. The primary purpose for defining the Deligne condition is the following estimate
on multivariate exponential sums over finite fields, due to Deligne in his proof of the Weil conjectures.

Lemma 5.10 (Theorem 8.4, [6]). Suppose ℓ ∈ N and p ∈ P. If g ∈ Fp[x1, . . . , xℓ] is Deligne, then∣∣∣∣∣∣
∑
x∈Fℓ

p

e(g(x)/p)

∣∣∣∣∣∣ ≤ (deg(g)− 1)ℓpℓ/2.

As first done in [25], to effectively utilize 5.10, we must reduce to the case of prime moduli, which we do
with a multivariable version of Hensel’s Lemma that follows from [5, Theorem 1.1].

Lemma 5.11 (Multivariable Hensel’s Lemma). Suppose ℓ ∈ N, g ∈ Z[x1, . . . , xℓ], p is prime, n ∈ Zℓ, and
γ, v ∈ N with v ≥ 2γ − 1. If g(n) ≡ 0 (mod p2γ−1) and ∇g(n) ̸≡ 0 (mod pγ), then there exists m ∈ Zℓ with
g(m) ≡ 0 (mod pv).

Equipped with Lemmas 5.10 and 5.11, we establish the following estimate on the local exponential sums
that appear in our asymptotic formulas.

Lemma 5.12. If q ∈ N has prime factorization q = pv11 · · · pvrr with p1 < · · · < pt ≤ Y < pt+1 < · · · < pr,
and (a, q) = 1, then

|G(a, q)| ≤ C1

∏
p≤Y
p∤q

(
1− jd(p)

((p− ϵd(p))pγd(p)−1)ℓ

)

·
t∏

i=1

(
(k − 1)ℓp

ℓ/2
i + 1ℓ=1 + (2p− 1)1ℓ=2 + [(k − 1)p

ℓ−3/2
i + ((k − 2)ℓ+ 2ℓ)pℓ−2

i ]1ℓ≥3 + jd(pi)
)

·
r∏

i=t+1

C2(vi + 1)ℓp
vi(ℓ−1/k)
i ,

where C1 = C1(h) and C2 = C2(h). Further, G(a, q) = 0 if vi ≥ 2γd(pi) for some 1 ≤ i ≤ t.

Proof. Factor q = pv11 · · · pvrr as in the lemma. By the Chinese Remainder Theorem, we have

G(a, q) =
∏
p≤Y
p∤q

(
1− jd(p)

((p− ϵd(p))pγd(p)−1)ℓ

) r∏
m=1

G̃(a, pvmm ),

where

G̃(a, pvmm ) =
∑

s∈[pvm
m ]ℓ∩Wd,p

vm
m

(Y )

e(ahd(s)/p
vm
m ) ·

{
c(s) if m ≤ t, vm < γd(pm)

1 else
,

and |c(s)| ≤ 1.

Suppose pv = pvmm with γd(p) > 1 and v < 2γd(p). Since p2γd(p)−1 ≤ p3(γd(p)−1), we can trivially bound the
contributions from all such pv by the cube of the product of prime powers pγd(p) for which γd(p) > 1, which
is Oh(1), and absorb them into C1 = C1(h).

Next suppose pv = pvmm with p ≤ Y and v = γd(p) = 1. If hd is not Deligne modulo p, absorb G̃(a, p) into
C1. Otherwise, recalling that jd(p) is the number of zeros of ∇hd modulo p on Jd(p) we have for p ∤ a that

(34)

∣∣∣∣∣∣
∑

s∈[p]ℓ∩Wd,p(Y )

e(ahd(s)/p)

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣∣

∑
s∈[p]ℓ

p∤(rd)i+dsi for all 1≤i≤ℓ

e(ahd(s)/p)

∣∣∣∣∣∣∣∣∣+ jd(p).
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If p | d, the sum on the right hand side is complete and bounded by (k − 1)ℓpℓ/2 by Theorem 5.10. If p ∤ d,
let mi = −d−1(rd)i (mod p) for 1 ≤ i ≤ ℓ, so the sum on the right hand side above is

(35)

ℓ∑
j=0

(−1)j
∑

1≤i1<···<ij≤ℓ

∑
s∈[p]ℓ

sin=min for all 1≤n≤j

e(ahd(s)/p).

For j = 0, we have a complete sum, which is bounded by (k − 1)ℓpℓ/2 by Theorem 5.10. If ℓ = 1, we are
removing only a single term, while if ℓ = 2 we are removing 2p− 1 terms.

Now suppose ℓ ≥ 3. For j = 1, by geometric irreducibility, we know that hd is nonconstant modulo p on each
of the hyperplanes xi = mi. Let gi(x1, . . . , xi−1, xi+1, . . . , xℓ) = hd(x1, . . . , xi−1,mi, xi+1, . . . , xℓ) for each
1 ≤ i ≤ ℓ. Since we cannot guarantee that gi is a Deligne polynomial in ℓ− 1 variables, we only use that it
is nonconstant and exploit cancellation in a single variable. For each s̃ ∈ [p]ℓ−2, we let gi,s̃(x) = gi(x, s̃) for
i > 1 and g1,s̃(x) = g1(s̃, x). Then, we have

∣∣∣∣∣∣∣∣
∑

s∈[p]ℓ

si=mi

e(ahd(s)/p)

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑

s∈[p]ℓ−1

e(agi(s)/p)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑

s̃∈[p]ℓ−2

∑
x∈[p]

e(agi,s̃(x)/p)

∣∣∣∣∣∣
≤ (k − 1)p1/2

∑
s̃∈[p]ℓ−2

gcd(cont(gi,s̃), p)
1/2.

Consider a coefficient of gi not divisible by p, with a positive exponent on x1 (or xℓ if i = 1, and if no such
coefficient exists relabel the coordinates). Then, gcd(cont(gi,s̃), p) = p only if p divides the product of the
coordinates of s̃, which occurs for fewer than ℓpℓ−3 choices. Putting everything together, we have

∣∣∣∣∣∣∣∣
∑

s∈[p]ℓ

si=mi

e(ahd(s)/p)

∣∣∣∣∣∣∣∣ ≤ (k − 1)(pℓ−3/2 + ℓpℓ−2),

and hence by (34) and (35), trivially bounding the terms with j > 1, we know

∣∣∣∣∣∣
∑

s∈[p]ℓ∩Wd,p(Y )

e(ahd(s)/p)

∣∣∣∣∣∣ ≤ (k − 1)ℓpℓ/2 + (k − 1)pℓ−3/2 + ((k − 2)ℓ+ 2ℓ)pℓ−2 + jd(p).

Now suppose that pv = pvm
m with p ≤ Y and v ≥ 2γd(p), and let w = 2γd(p) − 1. If s ∈ [pv]ℓ and s̃ is

the reduced residue class of s modulo pw, then hd(s) ≡ pwt + hd(s̃) (mod pv) for some 0 ≤ t ≤ pv−w − 1.
Conversely, if s̃ ∈ [pw]ℓ with ∇hd(s̃) ̸≡ 0 (mod pγd(p)), then for every 0 ≤ t ≤ pv−w − 1, Lemma 5.11 applied
to the polynomial hd(x)− (pwt+ hd(s̃)) yields s ∈ [pv]ℓ with hd(s) ≡ pwt+ hd(s̃) (mod pv).
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In other words, the map F on Z/pv−wZ defined by hd(p
wt + s̃) ≡ pwF (t) + hd(s̃) (mod pv) is a bijection.

In particular,

∑
s∈[pv ]ℓ∩Wd,pv (Y )

e(ahd(s)/p
v) =

∑
s̃∈[pw]ℓ

∇hd(s̃)̸≡0 (mod pγd(p))
p∤(rd)i+ds̃i for 1≤i≤ℓ

pv−w−1∑
t=0

e(ahd(p
wt+ s̃)/pv)

=
∑

s̃∈[pw]ℓ

∇hd(s̃)̸≡0 (mod pγd(p))
p∤(rd)i+ds̃i for 1≤i≤ℓ

pv−w−1∑
t=0

e(a (pwt+ hd(s̃)) /p
v)

= 0,

where the last equality is the fact that the sum in t runs over the full collection of pv−w-th roots of unity.

Finally, suppose pv = pvmm with p > Y , so there is no longer a gradient nonvanishing condition. Similar to
the j = 1 case of (35), we only exploit cancellation in a single variable.

To this end, for s̃ = (s2, . . . , sℓ) ∈ [pv]ℓ−1, we define gs̃ by gs̃(x) = hd(x, s̃), and we have∣∣∣∣∣∣∣∣∣
∑

s∈[pv ]ℓ

p∤(rd)i+ds̃i for 1≤i≤ℓ

e(ahd(s)/p
v)

∣∣∣∣∣∣∣∣∣ ≤
∑

s̃∈[pv ]ℓ−1

∣∣∣∣∣∣∣∣
∑

x∈[pv]
p∤(rd)1+dx

e(ags̃(x)/p
v)

∣∣∣∣∣∣∣∣
=

∑
s̃∈[pv ]ℓ−1

∣∣∣∣∣∣
∑

x∈[pv]

e(ags̃(x)/p
v)−

∑
y∈[pv−1]

e(ags̃(y)/p
v−1)

∣∣∣∣∣∣ ,
where m ≡ −d−1(rd)1 (mod p), gs̃(y) = (gs̃(m + py) − gs̃(m))/p, and the second inner sum is only
present when p ∤ d. By the standard single-variable complete sum estimate (see [4] for example), the
first inner sum is bounded by pv(1−1/k) gcd(cont(gs̃), p

v)1/k. Further, the second inner sum is bounded by
p(v−1)(1−1/k) gcd(cont(gs̃), p

v−1)1/k, and since this term is only present when p ∤ d, we know in this case that
gcd(cont(gs̃), p

v−1) ≪h p
k−1. In any case, we have∣∣∣∣∣∣∣∣∣
∑

s∈[pv]ℓ

p∤(rd)i+ds̃i for 1≤i≤ℓ

e(ahd(s)/p
v)

∣∣∣∣∣∣∣∣∣≪h p
v(1−1/k)

∑
s̃∈[pv ]ℓ−1

gcd(cont(gs̃), p
v)1/k.

Suppose ai = ai1,...,iℓ with 0 < |i| ≤ k is a coefficient of hd, corresponding to xi11 · · ·xiℓℓ , that is not divisible
by p. Further, assume that i1 > 0, as if i1 = 0 then we could just relabel our coordinates. In this case, for
each 0 ≤ w ≤ v, gcd(cont(gs̃), p

v) = pw only if pw | si22 · · · siℓℓ , so in particular p⌈w/k⌉ | s2 · · · sℓ, which occurs

for fewer than (w + 1)ℓ−1pv(ℓ−1)−w/k choices of s̃. In particular,∑
s̃∈[pv ]ℓ−1

gcd(cont(gs̃), p
v)1/k ≤

v∑
w=0

(w + 1)ℓ−1pv(ℓ−1)−w/kpw/k

≤ (v + 1)ℓpv(ℓ−1).

The resulting bound on the exponential sum modulo pv is a constant depending on h times

pv(1−1/k)(v + 1)ℓpv(ℓ−1) = (v + 1)ℓpv(ℓ−1/k),

as required. Having accounted for all prime power divisors of q, the proof is complete. □
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Corollary 5.13. If (a, q) = 1, then

|G(a, q)| ≪h

∏
p≤Y
p∤q

(
1− jd(p)

((p− ϵd(p))pγd(p)−1)ℓ

)
·


Cω(q)q1/2 ℓ = 1, q ≤ Y

(q/φ(q))
C
((k − 1)2 + 2)ω(q)q ℓ = 2, q ≤ Y

Cω(q)qℓ−3/2 ℓ ≥ 3, q ≤ Y

Cω(q)τ(q)ℓqℓ−1/k q > Y

,

where τ(q) =
∑

m|q 1 and C = C(h).

5.4. Minor arc estimate. When α is not close to a rational with small denominator, we use the following
variant of Weyl’s inequality, which is a version of [18, Theorem 4.1]. For k ∈ N, let K = 210k.

Lemma 5.14 (Lemma 12, [27]). Suppose g(x) = a0 + a1x + · · · + akx
k ∈ Z[x] with ak > 0, X, d ∈ N, and

r ∈ Z. If U ≥ logX, ak ≫ |ak−1|+ · · ·+ |a0|, and d, |r|, ak ≤ Uk, then∑
x≤X

r+dx∈P

log(r + dx)e(g(x)α) ≪ X

U
+ UBX1−c

for B = B(k) and c = c(k) > 0, provided |α− a/q| < q−2 for some UK ≤ q ≤ g(X)/UK and (a, q) = 1.

Using Lemma 5.14 to exploit cancellation in only one variable, combined with the techniques of the proof of
[7, Lemma 7.12] to account for the sieve, yields the following.

Corollary 5.15. If C ≥ 1 and |α− a/q| < q−2, (a, q) = 1, for some QC ≤ q ≤Mk/QC , then

|S(α)| ≪h Q−C/KM ℓ +QBM ℓ−c,

where B = B(C, k) and c = c(k) > 0.

5.5. Proof of (19) and (20) for ℓ ≥ 2. Fixing α ∈ T, and letting C = C(h) be a sufficiently large constant,
the pigeonhole principle guarantees the existence of 1 ≤ q ≤Mk/QC and (a, q) = 1 such that∣∣∣∣α− a

q

∣∣∣∣ < QC

qMk
.

Letting β = α− a/q, if q ≤ QC , we have by Lemma 5.4 that

(36) S(α) =

(
φ(d)

φ(qd)

)ℓ

w−1
d G(a, q)

∫
[1,M ]ℓ

ℓ∏
i=1

(
1− χ((rd)i)(dx)

ρ−1
)
e(hd(x)β)dx+Oh(E),

so in particular

|S(α)| ≪h

(
φ(d)

φ(qd)

)ℓ

w−1
d |G(a, q)|T,

which combines with Corollary 5.13 to yield (19) if q ≤ Q and |β| < γ and (20) if Q ≤ q ≤ QC . Further,
assuming x1 appears in a degree k term of hd (if not, relabel coordinates), if q ≤ QC and |β| ≥ γ, standard
van der Corput estimates (see for example Lemma 2.8 in [35]) give∣∣∣∣∣

∫ M

1

e(hd(x)β)dx1

∣∣∣∣∣≪h |Jβ|−1/k ≪ ηM.

Integration by parts yields∣∣∣∣∣
∫ M

1

(1− χ((rd)1)(dx1)
ρ−1)e(hd(x)β)dx1

∣∣∣∣∣≪ η

(
M − χ((rd)1)(dM)ρ

dρ
+ 2(1− ρ)M

)
,

which combines with (36) to yield (20). Finally, again exploiting cancellation in only a single variable, (20)
holds by Corollary 5.15 if QC ≤ q ≤Mk/QC . □

The proof of (20) for ℓ = 1 is similar to the corresponding proof above, with partial summation when
appropriate to account for the derivative weight. What requires some final attention, however, is the estimate
(24) for the L2 mass of S(α) over a full major arc when ℓ = 1.
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5.6. Proof of (24) for ℓ = 1. Suppose q ≤ Q and α = a/q+ β with (a, q) = 1 and |β| < γ. By Lemma 5.5,
we have

S(α) =
φ(d)

φ(qd)
w−1

d G(a, q)
∫ M

1

h′d(x)
(
1− χ(rd)(dx)

ρ−1
)
e(hd(x)β)dx+Oh (E) .

Further, we see that ∣∣∣∣∣
∫ M

1

h′d(x)e(hd(x)β)

∣∣∣∣∣ =
∣∣∣∣∣
∫ hd(M)

hd(1)

e(yβ)dy

∣∣∣∣∣≪ |β|−1.

Integration by parts then yields

|S(α)| ≪h
φ(d)

φ(qd)
w−1

d |G(a, q)|T min{1, (L|β|)−1}.

Applying Corollary 5.13 and splitting the integral∫
|β|<γ

|S(a/q + β)|2dβ

into the regions |β| < L−1 and |β| ≥ L−1 gives the required estimate. □
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[10] B. Green, On arithmetic structures in dense sets of integers, Duke Math. Jour. 114 (2002) no.2, 215-238.
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[27] A. Rice, Sárközy’s theorem for P-intersective polynomials, Acta Arith. 157 (2013), no. 1, 69-89.
[28] A. Rice, Binary quadratic forms in difference sets, Combinatorial and Additive Number Theory III, Springer Proc. of

Math. and Stat., vol. 297 (2020), 175-196.

[29] I. Ruzsa, T. Sanders, Difference sets and the primes, Acta. Arith. 131, no. 3 (2008), 281-301.
[30] I. Ruzsa, Difference sets without squares, Period. Math. Hungar. 15 (1984), 205-209.

[31] I. Ruzsa, On measures on intersectivity, Acta Math. Hungar. 43(3-4) (1984), 335-340.
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[37] R. Wang, On a theorem of Sárközy for difference sets and shifted primes, Journal of Number Theory, Volume 211 (2020),

220-234.

[38] K. Younis, Lower bounds in the polynomial Szemerédi theorem, preprint (2019), arXiv:1908.06058.
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